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Abstract
● AIM: To assess the possibility of using different large 
language models (LLMs) in ocular surface diseases by 
selecting five different LLMS to test their accuracy in 
answering specialized questions related to ocular surface 
diseases: ChatGPT-4, ChatGPT-3.5, Claude 2, PaLM2, and 
SenseNova.  
● METHODS: A group of experienced ophthalmology 
professors were asked to develop a 100-question single-
choice question on ocular surface diseases designed to 
assess the performance of LLMs and human participants 
in answering ophthalmology specialty exam questions. The 
exam includes questions on the following topics: keratitis 
disease (20 questions), keratoconus, keratomalaciac, corneal 
dystrophy, corneal degeneration, erosive corneal ulcers, 
and corneal lesions associated with systemic diseases (20 
questions), conjunctivitis disease (20 questions), trachoma, 

pterygoid and conjunctival tumor diseases (20 questions), 
and dry eye disease (20 questions). Then the total score 
of each LLMs and compared their mean score, mean 
correlation, variance, and confidence were calculated.
● RESULTS: GPT-4 exhibited the highest performance 
in terms of LLMs. Comparing the average scores of the 
LLMs group with the four human groups, chief physician, 
attending physician, regular trainee, and graduate student, 
it was found that except for ChatGPT-4, the total score of 
the rest of the LLMs is lower than that of the graduate 
student group, which had the lowest score in the human 
group. Both ChatGPT-4 and PaLM2 were more likely to give 
exact and correct answers, giving very little chance of an 
incorrect answer. ChatGPT-4 showed higher credibility when 
answering questions, with a success rate of 59%, but gave 
the wrong answer to the question 28% of the time.
● CONCLUSION: GPT-4 model exhibits excellent 
performance in both answer relevance and confidence. 
PaLM2 shows a positive correlation (up to 0.8) in terms 
of answer accuracy during the exam. In terms of answer 
confidence, PaLM2 is second only to GPT4 and surpasses 
Claude 2, SenseNova, and GPT-3.5. Despite the fact that 
ocular surface disease is a highly specialized discipline, 
GPT-4 still exhibits superior performance, suggesting that its 
potential and ability to be applied in this field is enormous, 
perhaps with the potential to be a valuable resource for 
medical students and clinicians in the future.  
● KEYWORDS: ChatGPT-4.0; ChatGPT-3.5; large language 
models; ocular surface diseases
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INTRODUCTION

I n recent years, rapid advances in artificial intelligence (AI) 
have led to the development of complex large language 

models (LLMs), such as OpenAI’s GPT-4 and Google’s 
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Bard[1]. AI work has been dominated by the success of neural 
networks, most notably LLMs[2]. LLMs are built on top of 
enlarged pre-trained language models. The researchers found 
that when the language model was scaled up to a certain 
extent, it exhibited different behaviors and showed different 
behaviors when solving complex tasks[3]. LLMs have the 
ability to perform various natural language processing (NLP) 
tasks with excellent performance[4]. These models, such as 
GPT3 and GPT-4, are trained on large amounts of text data 
and can be fine-tuned for specific downstream tasks, such 
as language translation or question answering[5-6]. LLMs can 
respond to free-text queries without the need for specialized 
training in related tasks, which makes people excited about the 
prospect of their use in healthcare settings[7]. ChatGPT-4 scored 
GPT-4 in the top 10% of examinees on the mock bar exam. 
This is in stark contrast to GPT3.5, which scored in the bottom 
10%. With 57 subject multiple choice questions in English, 
GPT-4 not only performs far better than existing models in 
English, but also shows strong performance in other languages. 
On the translation variant of Massive Multitask Language 
Understanding (MMLU), GPT-4 outpaces English as the most 
advanced language in 24 of the 26 languages considered[3]. 
In fact, LLMs have been gradually used in all parts of life. 
GPT-4 is currently considered to be one of the most powerful 
LLMs, and it performs well in several aspects. LLMs have 
the potential to help in various areas of medicine as they are 
able to deal with complex concepts and respond to different 
requests and questions[8-9]. Currently, its applications extend to 
the medical field, such as BioBERT, a specialized NLP model 
pre-trained on an extensive biomedical corpus. Its capabilities 
in biomedical text mining tasks are truly outstanding[10]. 
ChatGPT even met the criteria for passing the US Medical 
Licensing Examination (USMLE)[11].
In the field of ophthalmology, people are also gradually 
beginning to realize the development trend of combining 
AI and ophthalmology. In the field of ophthalmology, AI 
systems have demonstrated comparable or even better 
performance than experienced ophthalmologists in tasks 
such as diabetic retinopathy detection and grading[12]. LLMs 
are also widely used to improve scientific writing, increase 
research equity, streamline healthcare workflows, save costs, 
and improve personalized learning in medical education[13-14]. 
However, the application of LLMs also raises questions about 
misinformation, privacy, bias in training data, and the potential 
for abuse[15]. This is also something we need to pay attention 
to. To date, the use of LLM in medicine still has potential risks, 
including differences in answers to medical questions due to 
failure to learn the latest medical data in a timely manner[16]. 
A study by Potapenko et al[17] involving the training of LLMs 
in retina-related diseases showed that the recognition accuracy 

was only 45% when it came to information sources from 
patients with retinal diseases. This suggests that there is a 
significant gap in the application of AI in the clinical setting of 
ophthalmology. Model applications are particularly valuable in 
the medical and scientific fields, where limited data is often a 
challenge[18-20].
In order to cope with the above situation, to explore and 
analyze the performance of the model more scientifically and 
systematically, we need to select more detailed and specialized 
fields, and at the same time ensure that the test content is 
not included in the training data[21]. We therefore created 
100 multiple-choice questions for ocular surface diseases 
to evaluate the performance of 5 different LLMs (GPT-3.5, 
GPT-4, PaLM2, Claude2, SenseNova) in answering questions 
for ocular surface diseases. We further examine the stability 
and confidence of these LLMS in assessing fundus disease 
knowledge, explore the stability of different models in tests, 
and will continue to explore the reliability of ChatGPT-4 for 
medical education and clinical decision making.
PARTICIPANTS AND METHODS
Ethical Approval  The study methods and protocols were 
approved by the Medical Ethics Committee of the First 
Affiliated Hospital of Nanchang University (Nanchang, China. 
No.2021039) and followed the principles of the Declaration 
of Helsinki. All subjects were notified of the objectives and 
content of the study and latent risks, and then provided written 
informed consent to participate.
We asked a group of experienced ophthalmology professors 
to develop a 100-question single-choice question on ocular 
surface diseases designed to assess the performance of LLM 
and human participants in answering ophthalmology specialty 
exam questions. The study included an evaluation of five 
LLMs: ChatGPT (GPT-3.5), ChatGPT (GPT-4), PaLM2, 
Claude 2, and SenseNova. The exam includes questions on the 
following topics: keratitis disease (20 questions), keratoconus, 
keratomalaciac, corneal dystrophy, corneal degeneration, 
erosive corneal ulcers, and corneal lesions associated with 
systemic diseases (20 questions), conjunctivitis disease (20 
questions), trachoma, pterygoid and conjunctival tumor 
diseases (20 questions), and dry eye disease (20 questions). The 
questions for the exam can be found in the Appendix section. 
Each of our experiments is repeated five times, with each LLM 
tested with a set of 100 multiple-choice questions related to 
ocular surfayce disease. At the beginning of each trial, we ask 
for LLM initialization. The LLM receives instructions and 
questions prior to the completion of the test, and the LLM 
participant is instructed to provide only accurate answers 
without any accompanying explanations. Each question was 
experimented with five times, and when each LLM answered 
the same question exactly 5 times, the percentage of questions 
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that answered all 5 answers correctly increased by 1%. Also, 
the test results are compared to the expected distribution that 
might occur if the candidate guessed randomly. When guessed 
randomly, the average number of expected correct answers in 
the 5 trials was about 0.25×5=1.25, and the multiple-choice 
questions were all 4 choices. Using this value, the number 
of occurrences of the correct answer to each question can be 
estimated based on the resulting poison distribution, and the 
score can be calculated based on the correct response rate of 
multiple trials of the LLM and each seniority test question 
process. 
At the same time, in order to evaluate the level of clinical 
knowledge reserve of LLMs, we also selected 5 chief 
physicians, attending physicians, trainees and graduate students 
who are all ophthalmology specialties, and examined them in 
the form of questionnaires on the same topics. We collected the 
selected person’s 100-question test total score and calculated 
the average of the total scores for each level, comparing their 
total average scores to the average of the total scores of the five 
LLMs.
RESULTS
Figures 1 and 2 depict raw and average test scores, 
respectively. The five colors (Figure 1) represent five different 
LLMS, which are composed of 100 points from left to 
right, corresponding to 100 multiple choice questions, and 
each correct answer of the LLM is marked with a color dot. 
Five lines of each color from top to bottom represent five 
repetitions. After examining the raw scores in Figure 1, it is 
clear that each LLM exhibits variability in the experiment, 

both in terms of uncertainty in the total score and in terms of 
how often the questions are answered correctly. It is worth 
noting that GPT-4 displays the largest number of color squares, 
indicating that GPT-4 has the highest probability of correct 
answers, and is also the LLM that can consistently produce 
correct answers. In Figure 2, average scores are given, where 
the average LLM test score represents the average of five 
different trials. GPT-4, GPT-3.5, PaLM2, SenseNova, and 
Claude 2 have average scores of 66, 50, 49, 48, and 46, in 
descending order, respectively. In contrast, GPT-4 exhibits the 
highest performance in terms of LLMs. Comparing the average 
scores of the LLM group with the four human groups, chief 
physician, attending physician, regular trainee, and graduate 
student, it is found that except for ChatGPT-4, the total score of 
the rest of the LLM is lower than that of the graduate student 
group, which has the lowest score in the human group (56.5)
(Figure 3). But what is surprising is that the average score of 
ChatGPT-4 is as high as 66, which even exceeds the average 

Figure 1 Raw average scores for 5 LLM tests: different colors represent different LLMs, and correct answers are represented by color squares  

LLM: Large language model.

Figure 2 Scores of five large language models on tests in five ocular surface disease domains.

Figure 3 Comparison of the average total scores of the 4 human and 

5 large language model groups.
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score of 61.5 of the attending physician and is second only to 
the average score of the chief physician of 72.5. This indicates 
that although the professional level of other LLMs needs to be 
improved, the professional level of ChatGPT-4 is even higher 
than that of the attending physician in terms of ocular surface 
diseases. The results indicate that GPT-4 has great potential for 
application in the field of ocular surface diseases, and it has a 
certain professional quality.
We described the mean correlation and standard deviation of 
five LLMs in five trials in Figures 4 and 5, and found that their 
score standard deviation was low and the mean correlation 
between trials was high, indicating a high consistency between 
their answers and scores. It can be found that ChatGPT-4 and 
PaLM have a higher overall mean correlation than the other 
three LLMS, all above 0.80. In addition, the standard deviation 
of ChatGPT-4 is lower than that of other LLMs most of the 
time, which is 0.47, and the other LLMs are all 0.50, indicating 
that the probability of getting the correct answer is more stable, 
indicating that ChatGPT-4 has better stability than other LLMs 
in solving ocular surface diseases.
Comparison of LLM Answer Confidence  According to 
the data presented in Figure 6, both ChatGPT-4 and PaLM2 
are more likely to give exact and correct answers, giving very 
little chance of an incorrect answer. ChatGPT-4 showed higher 
credibility when answering questions, with a success rate of 
59%, but gave the wrong answer to the question 28% of the 
time (Figure 6A). In contrast, the results of PaLM2 were more 
polarized, either answering all correct answers, with 40% 

correct answers per trial, or wrong answers, with 39% correct 
answers per trial (Figure 6C). The ChatGPT-3.5 model showed 
a moderate level of performance, answering questions correctly 
with 32% accuracy and 23% error (Figure 6B). Claude2 and 
SenseNova showed a lower level of performance and a higher 
tendency to be confused, with only 18% and 25% accuracy 
respectively, and 27% and 24% probability of the answer being 
wrong (Figure 6B, 6D).
DISCUSSION
Our study designed a 100-question multiple-choice exam 
centered on ocular surface diseases to assess proficiency in 
a highly specialized topic. The study aimed to compare the 
performance of five different LLMs. The test results show 
that the GPT-4 model exhibits excellent performance in both 
answer relevance and confidence. On the other hand, PaLM2 
showed a positive correlation (up to 0.8) in terms of answer 
accuracy during the exam. In terms of answer confidence, 
PaLM2 is second only to GPT4 and surpasses Claude 2, 
SenseNova, and GPT-3.5. Despite the fact that ocular surface 
disease is a highly specialized discipline, GPT-4 still exhibits 
superior performance, suggesting that its potential and ability 
to be applied in this field is enormous, perhaps with the 
potential to be a valuable resource for medical students and 
clinicians in the future.
Actually, digital technology is revolutionizing healthcare. 
This is manifested in several ways, notably the increase 
in telemedicine, medical Internet of Things, and AI health 
diagnostics[22]. Ophthalmology is a leading medical specialty 

Figure 4 Average correlation of large language model scores by category.

Figure 5 Standard deviation of large language model scores by category.

Use of large language models in ocular surface diseases
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applying AI to screening, diagnosis, and treatment[23]. AI 
is now being used to treat keratoconus, infectious keratitis, 
refractive surgery, corneal transplantation, cataracts in adults 
and children, angle-closure glaucoma, and iris tumors, among 
others[24]. As far as I’m concerned, in the highly specialized 
field of medicine, ChatGPT has the ability to quickly collect 
and process a variety of medical information, making it a 
valuable teaching tool for students[25]. ChatGPT Rapid retrieval 
and generalization capabilities can be used as a supplement 
to educational resources to reduce the time that medical 
students spend receiving knowledge in traditional classrooms, 
improve the efficiency of knowledge acquisition, and allocate 
more time to clinical learning and skills training. LLM can 
generate teaching content based on medical education needs, 
such as classroom presentations, textbooks, case studies, 
etc. It provides personalized learning resources based on the 
needs and knowledge level of students, helping them better 
understand and master medical knowledge; Automatically 
generate medical exam questions based on the set knowledge 
points and exam requirements, reducing the workload of 
teachers and ensuring the quality and accuracy of exam 
questions. In addition, real-time feedback and evaluation can 
be provided based on student responses, helping students 
identify learning progress and weak areas. Interact with 
students and provide personalized educational guidance based 
on their questions and needs[26]. It can also answer students’ 

questions, provide supplementary explanations and examples, 
and help students gain a deeper understanding of medical 
concepts and principles. At the same time, relevant learning 
resources can be recommended based on students’ learning 
situations and preferences, achieving personalized learning 
path recommendations.
In the field of ophthalmology, deep learning models have 
shown excellent diagnostic performance in eye disease 
screening[27]. Due to the popularization of video display 
terminal devices such as mobile phones and computers, the 
incidence of ophthalmic diseases has shown a very obvious 
upward trend and younger trend compared with before, which 
makes the clinical work of ophthalmology gradually bear 
huge pressure and burden. However, the uneven distribution 
of medical resources makes it more difficult for rural areas 
to obtain high-quality ophthalmic medical resources. If the 
diagnosis and treatment ability of primary ophthalmologists 
can be effectively improved, the prognosis of patients with 
eye diseases can be greatly improved. In fact, a considerable 
number of AI-assisted diagnostic medical device products 
have been launched into the ophthalmic market in terms of 
intelligent assisted diagnosis, intelligent assisted treatment, 
intelligent monitoring and life support, intelligent rehabilitation 
physiotherapy and intelligent traditional Chinese medicine 
diagnosis and treatment[28]. Thanks to the easy training and 
refinement of LLM, untrained patients may use LLM (such as 

Figure 6 Answer confidence, the number of correct answers that appear for each question per LLM  The red dotted line represents the 

expected distribution when the answer is randomly selected based on the Poisson distribution. A: GPT-4 random success rate; B: GPT-3.5 

random success rate; C: Claude 2 random success rate of answers; D: PaLM2 and SenseNava random success rate of answers. LLM: Large 

language model.
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ChatGPT) as a virtual assistant to classify and self diagnose 
ophthalmic diseases ranging from harmless to potential visual 
threats. In addition, LLM can effectively produce patient 
education materials, translate a large number of professional 
terms into simplified and empathetic language suitable for 
outsiders, or act as a “therapist” to provide consultation for 
patients with mental health disorders. Patients with impaired 
vision are more likely to suffer from psychological distress, 
which would be very valuable. The potential application of 
LLMs in healthcare education may be promising[29]. Currently, 
ChatGPT has been tested in the field of ophthalmology[30]. 
Gao et al[31]. used retinal images as a starting point for disease 
assessment and diagnosis, and realized the diagnosis and 
segmentation of common ophthalmic diseases. Subsequently, 
they established a new multimodal teaching approach in 
ophthalmology and interacted with disease-related knowledge 
data to collect available real-world medical plans for learning, 
leading to the development of an LLM specifically for 
ophthalmology, the OphGLM, a large language model that 
showed robust functionality in subsequent experiments. 
Although there appears to be relatively limited published 
research on the topic compared to other medical specialties.
In addition to the extremely specialized areas of knowledge in 
diagnosis and treatment, the potential for clinical application of 
LLMs remains not low. Compared to clinicians who are busy 
and have a valuable amount of time, LLMs can provide more 
inexpensive and patient consultations. LLMs can be used as 
a platform to provide useful insights across language barriers 
when patients have eye problems and to meet their consultation 
needs[32]. Bernstein et al[33] conducted a study evaluating the 
quality of ophthalmic advice generated by LLM chatbots 
compared to those written by ophthalmologists and found 
that the answers generated by the chatbot did not differ from 
human answers in terms of guidance, safety, and reliability. A 
study by Tan Yip Ming et al[34] suggest the potential application 
of LLMs in uveitis patients, indicating their potential to assist 
in uveitis consultation and management, as a diagnostic 
support tool for uveitis, and in uveitis research. Due to the fact 
that ChatGPT also has multilingual translation capabilities, it 
can even meet the needs of cross ethnic and cultural patient 
groups[34]. It can also achieve visual and auditory text to meet 
the needs of hearing-impaired patients; It can be integrated 
through text to image or video generation platforms to enhance 
the patient experience. Kianian et al’s[35] research suggest that 
ChatGPT can respond to less complex words when reading 
for uveitis patients, helping them better understand. At the 
same time, LLM can also improve the efficiency of doctors 
by helping doctors quickly compile heavy paperwork such as 
surgical records and discharge summaries[36-38].
LLM require a large amount of sample training to improve 

model performance. A successful LLM often requires a large 
dataset and more complex and accurate algorithms that can 
be applied. However, the clinical data collection process 
involves multiple participants, and differences in data quality 
are inevitable, which may further lead to poor performance 
of the model on specific data or inability to accurately predict 
certain outcomes. In the field of healthcare, the interpretability 
of models is crucial. Doctors and patients need to understand 
the reasoning process of the model and the basis for producing 
results. LLM is considered a black box model, and the logic 
and foundation of its generated results are difficult to explain, 
which greatly reduces trust in the model’s generated results and 
affects its reliability and acceptability in practical applications. 
Also, ChatGPT-4 may be inferior than experienced 
ophthalmologists in choosing different diagnosis and treatment 
methods according to individual patients, and it is difficult for 
GPT-4 to completely replace the professional knowledge and 
decision-making ability of ophthalmologists at present. GPT-
4 has a high degree of confidence in its answers, regardless of 
whether the answer it ends up with is correct or wrong, but if 
a human doctor is confronted with a question that he does not 
know, he may be more deliberate and avoid the most wrong 
answer.
The bias of AI in answering questions is part of a broader 
ethical issue that has many consequences[23]. The existence 
of such biases is based on a number of factors, such as race, 
genetics, region, or gender. Here are some ways to address 
bias: 1) establish a gold standard in all areas of medicine[39]; 2) 
thoroughly check the training data for bias[40]; 3) collaboration 
between physicians and AI to eliminate sources of bias[41]; 4) 
the use of machine learning as a tool to assess and classify the 
risk of bias in randomized trials[42-43].
At present, there are still no perfect laws related to AI 
intervention in medical treatment in the world, and how to 
judge its ethics, correctness and responsibility attribution is 
still an urgent problem to be solved. Health care related data 
resources need to be formatted and integrated in order to play 
an optimal role in advancing the application of AI in the health 
field. Therefore, how to protect patients’ privacy information 
is a major problem on the road of LLM applications. The 
patient’s private information may be exposed twice when 
entering the electronic medical record and the electronic 
medical record are connected to the AI system[44]. Data privacy 
violations can lead to many issues, including but not limited 
to discrimination or denial of insurance or employment, 
emotional stress from exposure of sensitive health data, mental 
health consequences such as embarrassment, paranoia and 
mental distress, deontological concerns about the vulnerability 
of personal data, erosion of trust, failure to seek health care 
services or withhold information to protect privacy, and group-
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based harm[45]. As a black box tool, the opaque, complex and 
lack of transparency of AI intervention in medical output is 
a major factor in their fear and suspicion[46]. The existence 
of this phenomenon makes the certification process difficult, 
difficult to govern, and difficult to study and evaluate its safety 
and effectiveness[47]. Hacker et al[48] argue that regulation 
should focus on specific high-risk applications, rather than on 
the pre-trained model itself, and should include transparency 
obligations, risk management, non-discrimination provisions, 
and content moderation rules. Mökander et al[49] noted that 
existing audit procedures do not address the governance 
challenges posed by LLMs, but can be further improved in 
three ways: 1) identifying the need to develop new audit 
procedures to capture the risks posed by LLMs; 2) draw on 
best practices in IT governance and systems engineering 
to outline a blueprint for auditing LLMs in a feasible and 
effective manner; 3) discuss the limitations of the prospects 
for an LLM in auditing. The LLM is still evolving rapidly, so 
regulators and lawmakers need to act quickly to improve the 
relevant legal provisions before the LLM is formally applied to 
the industry to determine how to use the LLM as a human helper.
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