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Abstract
● AIM: To assess the performance of five distinct large 
language models (LLMs; ChatGPT-3.5, ChatGPT-4, PaLM2, 
Claude 2, and SenseNova) in comparison to two human 
cohorts (a group of funduscopic disease experts and a 
group of ophthalmologists) on the specialized subject of 
funduscopic disease.
● METHODS: Five distinct LLMs and two distinct human 
groups independently completed a 100-item funduscopic 
disease test. The performance of these entities was assessed 
by comparing their average scores, response stability, and 
answer confidence, thereby establishing a basis for evaluation.
● RESULTS: Among all the LLMs, ChatGPT-4 and PaLM2 
exhibited the most substantial average correlation. 
Additionally, ChatGPT-4 achieved the highest average score 
and demonstrated the utmost confidence during the exam. 
In comparison to human cohorts, ChatGPT-4 exhibited 
comparable performance to ophthalmologists, albeit falling 
short of the expertise demonstrated by funduscopic disease 
specialists.
● CONCLUSION: The study provides evidence of the 
exceptional performance of ChatGPT-4 in the domain of 

funduscopic disease. With continued enhancements, 
validated LLMs have the potential to yield unforeseen 
advantages in enhancing healthcare for both patients and 
physicians.
● KEYWORDS: large language models; ChatGPT; 
funduscopic disease
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INTRODUCTION

T he advent and progression of large language models 
(LLMs) in recent years have significantly influenced the 

field of natural language processing (NLP)[1]. NLP enables the 
extraction, comprehension, and systematic analysis of textual 
data information in an intelligent and efficient manner[2]. The 
utilization of NLP in the medical sector has been observed 
to yield advantageous outcomes[3]. NLP has been employed 
for the analysis of textual information in studies based on 
electronic medical records (EMR) and genomics networks[4-5]. 
NLP methods can be broadly classified into two categories: 
rule-based approaches and machine learning (ML)-based 
approaches. Rule-based systems are employed to facilitate 
decision-making by utilizing pre-established rules. These 
systems evaluate data according to the predefined rules 
and execute specific operations based on the corresponding 
mappings[6]. ML-based systems use algorithms to learn from 
datas and make predictions or take action without explicit 
programming[7-8]. In pediatric emergency triage, ML-based 
systems have a good ability to predict disease outcomes and 
dispositions, reducing under-triage of critically ill children and 
over-triage of less ill children[9].
The emergence of powerful language models, such as the 
LLMs, can be attributed to recent advancements in the field of 
NLP[10]. Researchers have observed that scaling the models can 
result in improved performance, in accordance with the scaling 
law[11]. Consequently, they conducted further investigations 
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to explore the impact of scaling by increasing the size of the 
model. The findings revealed that beyond a certain threshold 
of parameter sizes, the LLM exhibited substantial performance 
improvements[12]. Additionally, the larger model demonstrated 
the emergence of novel capabilities, such as context learning, 
which were absent in the smaller model. These large pre-
trained language models (PLMs), commonly known as “LLM” 
in the research community[13-14], are significantly transforming 
specific domains of artificial intelligence (AI) research. The 
research landscape in the field of NLP has been progressively 
shifting towards the adoption of LLMs, which serve as 
versatile solutions for various language-related tasks.
An exemplary illustration of the utilization of LLM is 
observed in ChatGPT, a conversational AI system developed 
using robust GPT models such as GPT-3.5 and GPT-4. This 
application showcases an impressive aptitude for engaging 
in dialogue with humans. The proficiency of ChatGPT in 
communication is evidenced by its extensive knowledge 
base, ability to reason through mathematical problems, 
adeptness in maintaining contextual coherence during multi-
round conversations, and alignment with appropriate human 
values[15]. Consequently, both ChatGPT and GPT-4 represent 
significant milestones in the advancement of language models, 
substantially augmenting the capabilities of existing AI 
systems.
In 2020, OpenAI introduced GPT3, a transformer class model 
with a significant parameter count of 175B. This model has 
solidified OpenAI’s commitment to implementing artificial 
general intelligence through the LLM approach. GPT3 
introduces the concept of contextual learning[16], enabling 
LLM to comprehend tasks presented in natural language 
text. Due to its robust capabilities, GPT-3 has served as the 
foundational model for the development of more advanced 
LLMs at OpenAI[17]. However, it is important to note that a 
notable limitation of the original GPT-3 model is its inability 
to effectively reason about complex tasks. The GPT-3 to 
ChatGPT iterative pass package encompasses two significant 
components, namely CodeX[18] and InstructGPT[19]. CodeX, 
built upon GPT-3, utilizes code data for further training, 
thereby equipping the model with the capability to comprehend 
and generate code. On the other hand, InstructGPT introduces 
two pivotal techniques, namely instruction tuning[20] and 
reinforcement learning from human feedback (RLHF)[21]. These 
techniques align the model’s output with human preferences, 
thereby enhancing its performance in practical user-facing 
situations.
OpenAI refers to GPT4 as a significant advancement in their 
endeavors to enhance deep learning. GPT4 functions as a 
substantial multimodal model, capable of processing both 
image and text inputs and generating text outputs, while 

demonstrating performance comparable to that of humans 
across various professional and academic benchmarks. A recent 
comprehensive investigation into the capabilities of GPT-4, 
encompassing a diverse array of demanding tasks, unveiled its 
superior problem-solving proficiency in comparison to earlier 
iterations of GPT models[22]. Following extensive training 
and meticulous debugging conducted by OpenAI, GPT-4 has 
been effectively restricted from engaging in the development 
of weaponry, problematic mathematical computations, 
and dispensing harmful advice. Consequently, the security 
measures surrounding GPT-4 have been significantly enhanced. 
In comparison to its predecessor, GPT-3, GPT-4 exhibits a 
notably robust capacity for logical reasoning. Moreover, GPT-
4 demonstrates a marked improvement of approximately 80% 
in the accuracy of answering questions when compared to 
the previous iteration, ChatGPT. For instance, the previous 
ChatGPT frequently provided erroneous answers to questions 
about organizing a meeting based on different people’s 
time windows, but GPT-4’s performance in this regard was 
markedly superior. In the context of the Scholastic Assessment 
Test (SAT) test competition, it was observed that the GPT-4 
achieved a score of 140, surpassing the GPT-3’s score of 100. 
Similarly, in the Uniform Bar Exam, the GPT-3.5 demonstrated 
a percentile ranks (PR) of approximately 10, whereas the 
GPT-4 exhibited a significantly higher PR of 90. Comparable 
outcomes were observed in the Law School Admission Test, 
where the GPT-3.5 obtained a PR of 40, while the GPT-4 
achieved a PR of 88[23].
When evaluating the performance of LLMs in these 
examinations, the availability and prevalence of the tests, 
as well as the availability of relevant test preparation 
resources, serve as significant barriers to achieving a strong 
performance. Consequently, it is imperative to select more 
specialized and less widely known subjects when assessing 
an LLM’s performance. In contrast to extensively accessible 
knowledge repositories, funduscopic disease represents a 
topic that is relatively unfamiliar to the general public, thereby 
potentially offering a more equitable means of evaluating 
LLMs. The exclusion of test questions from the training 
dataset played a crucial role in evaluating the accuracy of 
the LLM[22]. To prevent any data contamination, fresh single-
choice examinations were developed. Our evaluation will 
primarily concentrate on ChatGPT (GPT-3.5)[17], ChatGPT 
(GPT-4)[23], PaLM 2[24], Claude 2[25], and SenseNova[26]. We 
conducted a comparative analysis of the performance levels 
of these five models and further examined the stability and 
confidence of these LLMs in assessing funduscopic disease 
knowledge. It is expected that our research will contribute to 
the future incorporation of artificial intelligence within clinical 
environments and medical training.

Large language models on funduscopic disease knowledge
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MATERIALS AND METHODS
Ethical Approval  The study methods and protocols were 
approved by the Medical Ethics Committee of the First 
Affiliated Hospital of Nanchang University (Nanchang, China) 
and followed the principles of the Declaration of Helsinki 
(Nanchang, China; No.2021039). All subjects were notified 
of the objectives and content of the study and latent risks, and 
then provided written informed consent to participate.
Related Work 
LLM  In recent times, Google has introduced a transformer 
model[27] that relies solely on the attention mechanism, 
leading to significant enhancements in the parallel processing 
capabilities of sequence models. Various PLMs[28], such 
as BERT[29], GPT, and BART[30], which are built upon the 
Transformer architecture, have demonstrated commendable 
outcomes across numerous NLP tasks. In the initial stage 
of PLMs, a substantial amount of language knowledge is 
acquired, thereby enhancing the proficiency in local rewriting 
and structural transformation during generation of rehearsed 
text. Following the Scaling Law, researchers persistently 
explore methods to scale up language models. In recent years, 
researchers have effectively escalated the parameter scale of 
PLMs from the billion/billion scale to the billions/billions 
scale, commonly referred to as LLMs[1]. In contrast to earlier 
PLMs, LLMs exhibit robust universal language comprehension 
and generation abilities, enabling them to attain optimal 
performance across diverse NLP tasks, even in scenarios with 
limited or no available samples.
The objective of LLMs is to enhance answer precision by 
encompassing a broader spectrum of knowledge and language 
contexts. To achieve this, NLP necessitates the utilization of 
unsupervised training techniques to acquire a comprehensive 
pre-training model from an extensive unlabeled text corpus. 
Subsequently, the model is fine-tuned using annotated data 
from specific downstream tasks, thereby enhancing its 
performance in those respective tasks[31]. The substantial 
number of parameters present in LLMs results in significant 
computational and time expenses for training. Consequently, 
the conventional approach of pre-training language models, 
known as “pre-training+fine-tuning”, cannot be directly 
employed for LLMs. To leverage the characteristics of LLMs 
and circumvent the need to train all model parameters, recent 
research in the field of NLP has shifted its attention towards 
“prompt learning”[32]. The utilization of Prompt Learning 
allows LLMs to attain commendable performance, either by 
not requiring parameters training or by only necessitating a 
limited amount of parameters training based on downstream 
task data[33].
Despite the impressive natural language generation abilities 
exhibited by GPT-3 and similar LLMs, their generated text 

often falls short of meeting human expectations. Consequently, 
OpenAI has put forth a methodology to align model 
output with human preferences, encompassing two pivotal 
techniques: “Instruction Tuning”[20] and “RLHF”[21]. RLHF, a 
reinforcement learning algorithm, employs human feedback 
as a reward signal to guide the behavior of these LLMs. 
The utilization of RLHF has been extensively employed in 
ChatGPT to enhance the efficacy of conversational generation 
models, thereby facilitating improved comprehension and 
generation of natural language. Through the conversion of 
user feedback into reward or penalty values, RLHF algorithms 
enable the continual optimization of dialogue strategies within 
the dialogue generation model, resulting in enhanced ability to 
cater to user requirements[34].
Language models and examination  LLMs employ deep 
learning models that have been trained on extensive text data 
to generate natural language text or comprehend the semantic 
meaning of textual content. The proliferation of training data 
and advancements in computing power have contributed to the 
rapid growth of LLMs. Notably, GPT-4, a prominent LLM, has 
demonstrated impressive performance on various standardized 
assessments. For instance, GPT-4 has achieved scores within 
the top 10 percent on the Uniform Bar Examination (UBE), the 
top 7 percent on the SAT reading test, and the top 11 percent 
on the SAT math test[23]. This study serves as an introductory 
evaluation of LLMs in the domain of Funduscopic Disease 
Knowledge, with the aim of inspiring further research in 
the assessment of LLMs within highly specialized areas of 
medicine.
Methods  A 100-question single-choice examination on 
funduscopic disease was developed by a group of seasoned 
ophthalmology professors for the purpose of assessing 
the performance of both LLMs and human participants in 
answering ophthalmology specialty exam questions. The study 
included the evaluation of five LLMs: ChatGPT (GPT-3.5), 
ChatGPT (GPT-4), PaLM2, Claude 2, and SenseNova. The 
exam encompasses questions on the following topics: vitreous 
diseases (20 questions), optic nerve diseases (20 questions), 
retinal vascular diseases (20 questions), retinal detachment 
diseases (20 questions), and macular diseases (20 questions).
The study involved conducting five distinct trials (designated 
as Trial 1 through Trial 5), wherein each LLM was tested with 
a set of 100 single-choice questions pertaining to funduscopic 
disease. In each test trial, the global prompt and instructions 
prompt were phrased differently in order to account for 
response-noise due to prompt-noise. At the commencement of 
each trial, an initialization prompt was provided to the LLM, 
regardless of whether it began on a new thread or following a 
reset. The LLM received instructions and questions until the 
completion of the test. The LLM participants were instructed 
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to solely provide the accurate response without offering any 
accompanying explanations. Each question underwent five 
trials, resulting in each LLM electing the answer to the same 
question five times.
In this study, we conducted a comparative analysis of LLM 
test scores between each other as well as with scores from 
two human groups (funduscopic disease experts group and 
ophthalmologists group) and evaluated the average scores, 
score consistency, and confidence in correct answers. 
The funduscopic disease experts group consisted of three 
experienced directors of funduscopic and two attending 
doctors of the funduscopic. The ophthalmologists group 
comprised five ophthalmic residents who were not specialized 
in funduscopic. In order to assess the overall consistency 
of the scoring, we calculated for average correlations and 
standard deviations. The average correlation value indicated 
the level of consistency in the accurate scores obtained from 
the experiment: a value of 1 indicated identical distributions, 
0 indicated completely random distributions, and -1 indicated 
distributions with a complete inverse correlation. The total 
number of correct answers for each question was tallied across 
all trials to ascertain the level of confidence in the answers 
provided by the LLMs. For example, in the case of a test 
consisting of 100 questions, the proportion of questions in 
which all five answers were correctly answered increased by 
1% when each LLM responded accurately to the same question 
five times. Additionally, the test results were compared to the 
expected distribution when candidates made random guesses. 

When guessing randomly, the predicted number of correct 
answers in five trials is roughly 0.2×5=1.0 on average (100 
questions contain four alternatives). The aforementioned value 
can be employed to estimate the frequency of correct responses 
for each question through the utilization of the Poisson 
distribution.
Ultimately, the scores obtained from the cumulative 
calculations of five LLMs and two human groups were 
subjected to comparison.
RESULTS 
Comparison Between LLMs Scores  Figures 1 and 2 depict 
the raw marks and mean test scores, respectively. Upon 
examining the raw marks in Figure 1, it becomes evident 
that each LLM exhibited variability across trials, not only in 
terms of the uncertainty surrounding the total score, but also 
in relation to the frequency of correctly answered questions. 
Notably, the ChatGPT-4 displayed the highest number of 
dark squares, indicating correct answers. In Figure 2, the 
average score is presented, wherein the LLM mean test 
score represents the average of five distinct trials, while the 
average scores for human groups represent the mean scores 
of each individual within their respective groups. The average 
scores of ChatGPT-4, PaLM2, SenseNova, ChatGPT-3.5, and 
Claude 2 were 68, 53, 49, 48, and 44, respectively, arranged 
in descending order. In contrast, ChatGPT-4 exhibited the 
highest performance in terms of LLM. The average scores 
of the group consisting of funduscopic disease experts and 
ophthalmologists were 73 and 61, respectively. Overall, 

Figure 1 Raw average scores for every LLM test  Test questions were in the columns, and separate LLMs were in the rows with different colors. 

The correct answers are indicated with dark squares. LLM: Large language model.

Figure 2 Average test scores for each large language models and humans.

Large language models on funduscopic disease knowledge
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ChatGPT-4 outperformed the other LLMs and demonstrated 
comparable performance to the ophthalmologists’ group, albeit 
falling short of the expertise exhibited by the funduscopic 
disease experts’ group.
Comparison of LLMs Answer Stability  Figures 3 and 4 depict 
the correlation and standard deviation across 5 trials. The 
LLMs exhibited a significantly higher degree of consistency in 
their answers and scores, as evidenced by their low standard 
deviation in scoring and high average correlation between 
trials. Notably, both ChatGPT-4 and PaLM2 consistently 
demonstrated a high average correlation in the tests, surpassing 
0.8. ChatGPT-4 exhibited a significantly lower standard 
deviation of 0.47, in contrast to the remaining four LLMs 
which displayed a standard deviation of 0.50. Overall, 
ChatGPT-4 demonstrated slightly superior stability when 
addressing professional single-choice questions.
Comparison of LLM Answer Confidence  Based on the data 
presented in Figure 5, it is apparent that both ChatGPT-4 and 
PaLM2 exhibited a very little chance of guessing answers. 

ChatGPT-4 demonstrated a higher level of confidence with a 
59% success rate in answering questions, yet it also displayed 
a tendency towards perplexity by providing incorrect responses 
in 28% of questions (Figure 5A). On the other hand, PaLM2 
either had confidence, correctly answering 44% of each trial, 
or confusion, answering incorrectly 38% each trial (Figure 
5C). The SenseNova model demonstrated a moderate level 
of confidence, achieving a 29% accuracy rate for correctly 
answered questions and a 26% error rate (Figure 5E). In 
contrast, ChatGPT-3.5 exhibited a lower level of confidence 
and displayed a higher inclination towards confusion, with a 
23% accuracy rate for correct answers and a 26% error rate 
(Figure 5B). Claude 2 exhibited the lowest level of confidence, 
with only 21% of answers being correct and 32% being 
incorrect (Figure 5D).
DISCUSSION
This study designed a 100-question single-choice exam 
centered on funduscopic disease, with the purpose of 
assessing the proficiency of LLMs in a profoundly specialized 

Figure 4 Standard deviation in scoring for large language models by category.

Figure 3 Correlation in scoring for large language models by category.



1210

subject matter. Additionally, the study aimed to compare 
the performance of five distinct LLMs against one another, 
as well as two human cohorts. Remarkably, the ChatGPT-4 
model exhibited exceptional performance and consistency in 
terms of answer correlations and answer confidence within 
these highly specialized tests. On the other hand, PaLM2 
exhibited a substantial positive correlation (exceeding 
0.8) in terms of answer accuracy during the exam. PaLM2 
ranks second only to ChatGPT-4 in terms of confidence in 
answer, surpassing Claude 2, SenseNova, and ChatGPT-3.5. 
Although funduscopic disease is a highly specialized subject, 
ChatGPT-4 demonstrates exceptional performance and is 
anticipated to undergo further enhancements, suggesting its 
potential as a valuable resource for medical students in the 
foreseeable future. Within the realm of highly specialized 
medical domains, ChatGPT possesses the capacity to swiftly 
gather and address diverse medical information, rendering it a 
valuable pedagogical tool for students[35]. Chat-GPT possesses 
the capability to engage in interactive question and answer 
sessions, promptly offering feedback on medical inquiries. 
Additionally, it has the ability to simulate interactive scenarios, 
fostering increased student engagement within educational 
settings and enhancing their aptitude for self-directed learning. 
Furthermore, ChatGPT can recommend supplementary 
educational resources, thereby enabling medical students to 
allocate less time to traditional classroom instruction and 
devote more time to refining their practical skills. ChatGPT-4 
demonstrated exceptional performance overall, its response 

to questions was found to be comparable to that of a group 
of ophthalmologists, but not as proficient as a group of 
funduscopic disease experts (Figure 2). Moreover, even among 
professionals with similar backgrounds, ophthalmologists 
possess greater flexibility in selecting diverse diagnostic 
and treatment approaches based on individual patient 
circumstances. Consequently, it is evident that GPT-4 cannot 
entirely substitute for the expertise and decision-making 
capabilities of ophthalmologists.
Application of LLMs in Ophthalmology  The utilization of 
LLMs in the field of ophthalmology holds potential benefits, 
although the existing body of published research on this 
subject appears to be relatively limited in comparison to 
other medical specialties. This study serves as an extension 
of previous investigations that have employed cutting-edge 
LLM technology within the realm of ophthalmology. Antaki 
et al[36] conducted an assessment to evaluate the precision 
of ChatGPT in the Ophthalmic Knowledge Assessment 
Program (OKAP) exam. The performance of the LLMs 
in different subspecialties of ophthalmology varied, with 
the best outcomes observed in general medicine and the 
worst in neuroophthalmology, ophthalmic pathology, and 
intraocular tumors. This suggests that specialized LLMs 
with prior training in specific ophthalmic fields may be 
necessary to enhance their performance in the respective 
subspecialties. A significant development in this regard was 
witnessed at the Vision China 2023 Conference in May 
2023, where the Optometry Hospital affiliated to Wenzhou 

Figure 5 Confidence in answers  The number of correct answers occurrences per-question for each LLMs. The dashed red curve indicates the 

expected distribution if the answers were randomly selected based on the Poisson distribution. LLM: Large language models.

Large language models on funduscopic disease knowledge
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Medical University and China Eye Valley pioneered the 
launch of Neuro-OphGPT. Neuroophthalmology, as a highly 
challenging field within ophthalmology, encompasses the 
intricate task of visually perceiving and interpreting observed 
situations or objects, while also finishing intricate interplay 
between the eye and the brain. The implementation of Neuro-
OphGPT can assist the diagnosis of neuroophthalmological 
disorders, enabling physicians to progressively enhance their 
comprehension of disease diagnosis and treatment within the 
realm of neuroophthalmology. Furthermore, a study revealed 
that ChatGPT exhibited proficiency in analyzing eye care 
inquiries written by patients and subsequently generating 
suitable responses that were comparable to written responses 
from doctors in terms of accuracy of information, perceived 
consensus within the medical community, and the potential 
likelihood and severity of adverse outcomes[37].
Application of LLMs in Medical  Our findings align with 
previous research indicating that LLMs have the capability 
to effectively handle various medical tasks. ChatGPT 
challenged a tough USMLE, and as a result, ChatGPT 
scores passed or came close to passing in all three sections 
of the exam. Furthermore, GPT-4 exhibits significantly 
improved performance compared to its predecessor, GPT-3.5, 
in the USMLE[38]. LLMs have demonstrated their ability 
to successfully pass examinations in specialized fields 
such as pathology[39], radiation oncology physics[40], and 
ophthalmology[41]. Additional applications of LLMs encompass 
the collection of clinical histories and medical records. 
ChatGPT can ask patients questions about symptoms, and 
gather, sort, and integrate clinical information from multiple 
sources, surpassing human capabilities in terms of speed. 
When combined with speech recognition technology, ChatGPT 
holds promise for automating the compilation of medical 
histories[42]. Furthermore, ChatGPT can contribute to clinical 
decision making by facilitating evidence-based assessments 
of participants/patients, intervention, control/comparison, and 
outcomes (PICO)[43]. The utilization of ChatGPT facilitates the 
examination of linguistic patterns in both spoken and written 
communication that undergo alterations during the initial 
phases of Alzheimer’s disease, thereby offering the possibility 
of early diagnosis of dementia[44]. A recent advancement is Med-
PaLM 2, which has demonstrated remarkable performance, 
nearing the proficiency level of human experts[45].
Challenge  This have sparked speculations regarding the 
potential substitution of doctors by AI, although the truth is not 
nearly that dramatic[46]. It has been demonstrated that ChatGPT 
gives false information in response to reasonable patient 
inquiries about the prevention of cardiovascular disease[47]. 
According to Howard’s research, ChatGPT was capable 
of proposing suitable dosages; nevertheless, it exhibited 

inconsistent drug recommendations and failed to explicitly 
mention any contraindications. ChatGPT can be utilized by 
physicians to obtain preliminary diagnostic and treatment 
suggestions; however, it lacks the capability to analyze specific 
cases individually[48]. Furthermore, the medical profession 
necessitates not only theoretical medical expertise, but also 
practical clinical experience, as each patient’s physiological 
state differs and diverse treatment approaches are warranted 
for the same ailment. Additionally, medicine encompasses 
aspects of humanities, whereby the efficacy of treatment 
relies not solely on technological advancements, but also 
on compassionate care. In the process of disease treatment, 
humanistic care plays a very important role. However, due 
to the imperfect performance of LLMs in their specialized 
domain, concerns regarding uncertainty and inaccuracy arise, 
thereby rendering them inadequate substitutes for doctors.
The primary objective of medical LLMs should be to provide 
support to physicians rather than to replace them. Through 
model training, LLMs continuously acquire new knowledge 
and thinking approaches in the medical domain, relying on 
extensive computing capabilities for integration. AI has the 
potential to aid physicians in swiftly executing straightforward 
and repetitive tasks, thereby enhancing efficiency, elevating 
the quality of their work, advancing the level of treatment, and 
alleviating the burden on medical personnel. Nevertheless, 
ultimate judgment and decision must still be conducted under 
the supervision of a doctor. Especially in medical scenarios, 
the utilization of LLMs encompasses various considerations, 
including ethical implications, policy considerations, and the 
need for demonstration.
In addition, poor model accuracy for users not represented 
in the training data, model openness and construction, model 
output accountability, potential model bias, and the possibility 
of privacy and confidentiality violations are the main ethical 
concerns of LLMs in medicine. Effectively regulating LLM is 
essential to master the fundamental ethical issues inherent in 
its design and use. A comprehensive framework and mitigating 
strategies will be imperative for the responsible integration of 
LLMs into medical practice, ensuring alignment with ethical 
principles and safeguarding against potential societal risks. 
In conclusion, this study presents the pioneering evidence that 
ChatGPT-4 is excellent at answering the highly specialized 
question of funduscopic disease. The significance and potential 
of this finding within the domain of ophthalmology are 
noteworthy. However, despite the encouraging performance 
of ChatGPT, its practical application in funduscopic disease 
might be limited due to its inability to process images. The 
diagnosis and treatment of funduscopic disease heavily 
depend on examination and imaging techniques. In the future, 
it may be necessary for LLMs such as ChatGPT to integrate 
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additional transformers capable of handling diverse data types 
in order to facilitate image processing. As long as ethical and 
technical considerations are adequately addressed, we are of 
the opinion that validated LLMs can play a crucial role in 
enhancing healthcare for both patients and physicians.
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